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Abstract

Electric power distribution systems are undergoing many technological changes and concerns are surfacing on possible additional vulnerabilities. Resilient Cyber-Physical Systems in general must leverage state measures and operational models that interlink the physical and the cyber assets that compose them, to assess the global state. In this paper we describe a viable process of abstraction to obtain this holistic system state exploration tool, through the analysis of data from Micro Phasor Measurement Units (µPMUs) combined with the monitoring of Distribution Supervisory Control and Data Acquisition (DSCADA) traffic, and using semantics to interpret these data that expresses the specific system physical and operational constraints in both cyber and physical realms.
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I. INTRODUCTION

According to the U.S. Department of Homeland Security (DHS) reports, the sophistication and frequency of the attacks on the power grid are increasing [1]. For example, a recent report on the Ukraine attack [2] showed how a failure in the communication network security resulted in significant power outages. The Stuxnet malware or the sewage spill incident at the Maroochy Water Station, due to the wireless attack, are other examples showcasing how a misinformed control system can lead to catastrophic consequences.

Cyber security for energy delivery systems has, until now, focused primarily on the transmission grid and on securely transferring bits of information about the condition of power-grid elements (e.g., “Is this switch open or closed?”, “Which tap is selected on this transformer?”) and preventing unauthorized access to sensor and control packets. Once that access has been gained, there is little remediation action for the power grid, other than a communications blackout and manual fieldwork. The industry is seeking new approaches to this problem, also focusing on understanding security at the distribution level, in anticipation to a growth in automation.

While transmission grids states have been tightly monitored and their behavior at the physical level is reasonably well understood, the operators have been largely blind towards the real time condition of the distribution grid. Hence, in tandem with the effort of gaining situational awareness on the security of the system there is a growing need and interest in the deployment of sensors, like the Micro Phasor Measurement Units (µPMUs), that can capture the state at the distribution level [3]. These devices, recently developed by PSL [4], address both the technical and economic barriers limiting the deployment of conventional PMUs, which are aimed at the transmission grid, at the distribution level [5]. Fig. 1a shows a sample µPMU device installed in the partner utility grid. These devices sample at a rate of 120 samples/sec the three phase voltage and current phasors. In comparison to Distribution Supervisory Control and Data Acquisition (DSCADA) that samples power flow and power injections every 3-5 minutes, µPMU provides significantly more information, and often nuances which are missed in DSCADA data, as illustrated in the example in Fig. 1b. In this example, the magnitude of the current measured by the
The goal of this paper is to describe a first comprehensive team effort in developing a security architecture leveraging $\mu$PMUs to directly measure at many points, in real time, the actual physical state of the distribution network. Our architecture interprets data in both cyber and physical domains and provides an independent, integrated picture of the distribution grid’s state.

The significant advantages of this new approach are: (1) it is robust due to its distributed nature; (2) it can be used both to verify existing cyber-security systems and to detect potential cyber-attacks; (3) it can be inexpensively deployed at existing utilities.

A. Tightening security in Advanced Distribution Management Systems

Modernized distribution grids will rely heavily on an ensemble of remote and automatic control hardware and software typically referred to as Advanced Distribution Management Systems (ADMS). An underpinning of the activity described in this paper is to design a security framework in anticipation
of the impending move towards ADMS. ADMS limits the need for direct human intervention, and when working properly, their functionalities enhance the reliability and safety of the system. While ADMSs are developed with careful consideration for safe physical operation, a number of their features make them uniquely vulnerable to cyber-attacks [6]. In ADMS, a DSCADA network is responsible to collect the information from field devices (e.g., switches, meters,...), and send back the according control commands. The presence of such network opens up a large attack surface. What makes the case even more challenging is that ADMS is an integrated network, so failures in one section could cascade into a large and widespread series of events.

In particular, communication that lacks end-to-end security can permit difficult-to-detect interference between sub-systems that could cause them to function in ways that threaten the safety and reliability of the power grid. Additionally, unlike modern computer systems that are upgraded every three to six years, many of the cyber-physical systems (CPSs), such as electric power systems equipped with ADMS, is an amalgam of decades-old and very new components, operating side by side often with inconsistent operating controls, algorithms and guidelines.

To ensure that ADMS operates and fails in well-understood and controlled ways, one needs to tightly monitor the parts most exposed to an attack. The level of monitoring in CPSs is often a compromise between two competing design mandates: least function (design systems as simply as possible to perform their grid management functions); and robust monitoring (incorporate high-fidelity system status indicators to enable detection of and response to cyber-security events). Our framework leans towards the second predicament through the integration of $\mu$PMUs information in the security architecture, which provide a clear image of the physical trail left by cyber-physical-attacks.

II. PRESENT SECURITY REMEDIES

The first steps in adding security in operational environments are typically to deploy firewalls and device-level authentication. Encryption is often also added to enhance confidentiality and integrity of the message content. Another common security mechanism on computer networks is intrusion detection, in which network traffic is monitored and analyzed to detect activities that either fit into a “known bad” category or deviate in a statistically significant way from “normal.” The Tofino Security Appliance, the Digital Bond Quickdraw SCADA intrusion detection system, the Radiflow Secure Gateway, the Bro Security Framework [7] are all examples of network intrusion detection systems (IDSs) that can be applied to control systems.

Numerous examples have shown that all of these methods leave significant gaps in security and safety [8]. It has been recognized that one of the reasons for this is that most of these security methods are divorced from the knowledge of the physics of the system, its safe operations and limits, and its current physical operating point. This gap was recognized early on by e.g. [9]. Some of our own previous work for monitoring SCADA traffic expanded the notion of intrusion detection by leveraging the laws of physics governing the grid and imposing them as security constraints [10], [11]. Nonetheless, these methods also remain blind to more sophisticated attacks. One reason is that the data coming from SCADA systems are not updated with high frequency, so events causing many changes in a short period of time can be missed. In addition, attackers can inject false data at the device level, thus evading detection by the IDS.

III. MICRO SYNCHROPHASOR DATA: A GAME CHANGER?

We believe deploying $\mu$PMUs can significantly increase the detection and classification capabilities of distribution operators. Many of the cyber-attacks aiming to cause changes in the physical layer leave footprints or anomalies in the $\mu$PMU measurements, such as voltage sags and swells, change of power flow direction, and electric current events. Our basic idea is utilizing the $\mu$PMU measurements to correlate the observed state of the system and the set of detected events through $\mu$PMU to form building blocks for the estimation of the grid security status. The knowledge about the system topology and operation
provides the rules to check the compliance of the events seen in the $\mu$PMU measurements and in the network traffic, with the normal behavior of the system, with some level of certainty.

While ADMS and in particular DSCADA have potential existing security flaws due to the use of traditional and outdated security measured, $\mu$PMUs, as a new measurement device, are designed having modernized and advanced security practices in mind. As the first step, they are placed on a separate network from DSCADA, and are designed to be read-only devices, and to communicate over secure protocols. However, even if some of the $\mu$PMUs are compromised, since they only provide measurements (in spite of DSCADA, which also controls the devices and switches), many of the bad data detection techniques (e.g. [12]) can be used to remove the false data unless the number of compromised devices is large enough that data injection attack is lost in the noise. In this regard, the optimally-placed $\mu$PMUs can not only detect the bad data injection in DSCADA meters but also can be used to identify the bad data injection attack on a subset of $\mu$PMUs.

To illustrate the use of $\mu$PMU data in event detection and classification, we offer next an example based on real data. Specifically, on April-16-2015 a power quality event was captured by the $\mu$PMUs installed at the partner utility grid shown in Fig. 2. The $\mu$PMUs data showed that a voltage sag occurred, impacting all the $\mu$PMUs placed on two separate feeders. The voltage and current phasor profiles during the event can...
be seen in Fig. 3a, 3b, respectively. Different hypotheses can be formulated about what caused the voltage sag to happen, for example a local or remote transmission or distribution level fault, with a possible protection operation ensuing. Given the brevity of the event, it is extremely unlikely that DSCADA data would have captured the sags. But the enormous potential benefit of µPMU data in assessing security threats is best illustrated by the ability they offered to identify the likely source of the problem.

From Fig. 3a, 3b it is apparent that the severity of voltage sag is similar for the µPMUs on both circuits at the same voltage level. In addition, all the µPMUs captured the voltage sag simultaneously.

A distribution level fault causing the simultaneous transients that is transferred through transmission to other feeder is plausible only if the transmission grid is not stiff with respect to transients happening at the distribution feeders, which is usually not the case. Even if this is the case, the captured severity would be more significant on the feeder that the fault happened compared to the other that is not confirmed
by the data. Another hypothesis is spreading of voltage sag through the closed Normally Open (N.O.) breakers to the other feeder. This is not corroborated by the data because the N.O. breakers between left and right side are secondary action, which means another breaker should first clear the fault and then this switch is closed to feed the healthy part of the grid. In that case, the sag is already over when the switch gets closed. Even if the attacker tries to close the switch before the fault clearance, the sag is transferred with a delay and different severity and shape to the other side. The transmission level event is the most plausible scenario, as it was visualized concurrently at all the two separate feeders, and is consistent with the μPMU data.

IV. All-embracing IDS Framework: How to Utilize All the Resources?

The analysis of this event revealed the ability of the μPMUs to capture the footprints of a grid anomaly that led to physical impact. Based on this analysis we believe that this new rich source of data, combined with knowledge of the grid configuration and operations, allows to reason about different hypotheses and establish the likely cause of an event in a way that would not have been possible using DSCADA
data or network traffic alone. In addition, it is worth mentioning that, depending on the type of events, some signatures would be more indicative than others of the situation. In the example we offered what the \( \mu \)PMUs cannot do is to clarify further what happened at transmission level, where we have neither observations nor detailed knowledge of the configuration and operations.

The abstraction of our \( \mu \)PMU-Based Intrusion Detection System (\( \mu \)PMU-IDS) architecture is shown in Fig. 4. In this figure, stage-1, stage-2, and central IDS form the three levels of IDS data processing, respectively. The correlation of the different data sources including the real-time \( \mu \)PMU measurements at multiple sites, and monitored DSCADA traffic are checked at different levels constantly to draw conclusions about the security state of the grid. In Section IV, we provide an example that illustrates how our data analytics differ from the standard network intrusion detection system.

The \( \mu \)PMU-IDS is designed to be scalable by partitioning the security rules hierarchically. The rules are established based on the physical constraints implied by the Physics of the grid in addition to the common cyber inspection in the computer networks security. The filters used in \( \mu \)PMU-IDS generalize and automate the process of hypothesis testing that we illustrated in the example we offered before, also utilize the DSCADA packets, and are based on encoding the semantics of the rules in a decision tree that can be inspected automatically by the \( \mu \)PMU-IDS components.

The \( \mu \)PMU-IDS is an incarnation of the Bro Network Security Monitor framework [13]. Functionally, the Bro Network Security Monitor is the “glue” that binds passive DSCADA system state observations, results leveraged from \( \mu \)PMU data archiving and analysis tools, and results obtained from circuit analysis activities. Output from the Bro framework will be in the form of predefined software events that can be customized to interact with commercial substation control systems.

Interestingly, the \( \mu \)PMU-IDS rules pertaining the physical state emulate the behavior of an expert in the field looking at the logged data. Even without cyber security concerns this effort is important to address the big data issue, arising from the large amount of sensors and controllers placed on the grid which would overwhelm the operators.

What happens at stage-1, stage-2 and central IDS nodes?

Each stage-1 IDS node that is located next to each \( \mu \)PMU (marked together with green start in Fig. 4) inspects for the signatures of anomalies in the phasor data streams of the corresponding \( \mu \)PMU. The rules inspect the anomalies in the voltage magnitude, estimated grid frequency, current magnitude, active and reactive power. In addition, the rules utilize the deviation from the steady-state Kirchhoff and Ohm’s law as an indicator of transient behavior and possible changes in the physical parameters of the grid. The challenge is to use this model without full observability due to the limited number of \( \mu \)PMU devices. The radial structure suggests that placing \( \mu \)PMUs closer to the substation will increase the coverage, as transients happen in the sub-tree would be visible upstream. However, localizing the fault will become harder.

In the left side of Fig. 5 we show as an example how specific rules on the voltage magnitude can convert the data into inferences on various possible hypotheses. On the left side of the figure the data are first classified depending on the deviation from the nominal voltage and event time duration values, both criteria are independent from the loading conditions. Therefore, they define static rules. In this sense, the frequency rules also fall into the static category. On the other hand, the criteria to check the anomalies in the current magnitude, active and reactive power, and governing algebraic equations should be adaptively updated, so we call them as dynamic rules. The way that some of these dynamic quantities lead to the selection of different hypotheses on some of the voltage events in the stage-1 IDS is shown in the right side of Fig. 5.

The chunks of data containing the event, along with the analysis in the first stage are then collected via Stage-1 Data Collectors (SDCs) and reported to the stage-2 nodes were the compliance of the event is also checked with the monitored DSCADA traffic, and with the data from other \( \mu \)PMUs that are forwarded to the same stage-2 IDS. DSCADA packets at stage-2 are received from Packet Sniffer Data Collectors
(PSDCs) that are responsible for collecting and forwarding the sniffed packets via sniffers (marked as red circles). This stage also has access to the partial topology of the grid, from which the data is collected. In addition to further verification of the proposed hypotheses at the first stage, another set of hypotheses are proposed and tested at the stage-2. For example, if the interruption is detected, the bidirectional fault detectors that should see the fault must be checked to unveil a possible spoofing attack. The duration of the interruption can also be compared with the protective load breaker time of operation to determine if the breaker has tripped on time. Having the local picture of the grid implies that the rule on the algebraic equations between the current and voltage to check if they hold can be extended to correlate the available μPMU measurements and drawing conclusion about the source of this change. All of these rules become multidimensional decision regions that allow to narrow down more precisely what happened.

The results of the stage-2 IDS processors along with the segments of data containing anomalies are sent to the central IDS for the final set of tests and analysis that require the full picture of the grid in terms of topology and information. The central IDS node collects data from one or more stage-2 IDSs in order to make a conclusion.

An example of an attack scenario is now outlined to demonstrate the hypotheses and process formulated in this work, and tested using the μPMUs and DSCADA packets. This example also clarifies how the DSCADA commands, along with the μPMU data are leveraged in the anomaly detection. In the test case shown in Fig. 4, a short circuit fault happens on the line connecting bus 5 to 7. In its normal operation, a protection algorithm in substation 1 will detect the fault and use the relay on breaker 1 to deenergize the left feeder, at which point the load breakers placed on line 5-7 will receive a command to isolate the fault and finally energy will be restored to the healthy part of the feeder, by closing the circuit breaker at bus 1. Assume that a knowledgeable attacker has gained access to the network and the IP address of the substation controller. For instance, in a first scenario, the attacker could stage a Man-in-the-Middle attack jamming the command of the controller to the relay intended to open the circuit breaker. A second possible scenario is that the attacker changes the firmware of the relay at bus 1 (as in the Ukraine attack case [2]). The stage-1 IDSs, monitoring for anomalies in the data from the μPMUs on the left feeder, will detect a transient and alert the stage-2 IDS 1 by sending the data through the SDC1 (see Fig. 4). The packets sniffed by network taps placed on the links that connect the substation to the relays operating the switches at bus 1 and line 5-7, are also sent to stage-2 IDS from the sniffers through the PSDC1. Depending on the location of the sniffers, the analysis of the packets could reveal the man-in-the-Middle attack, corroborating the anomaly detected from the μPMU. If not, the μPMU will still indicate that the fault is not cleared, in spite of the opening command having been issued, revealing an attack either to the relay in bus 1 firmware, like in the aforementioned second scenario, or the other possible attack mentioned as the first scenario that is launched after the sniffer. Notice that the latter would not be detectable from
the packet analysis only. Finally, combining the results in the central level shows that no event is reported from feeder 2 in that period, which is expected from the conclusions in the stage-2 IDS.

V. CONCLUSIONS

We believe that any security practice for CPSs that ignores the governing physical rules underlying the systems under control will not be successful [10]. In this article, we have discussed how knowledge about distribution system topology and operation, along with real-time physical measurements from \( \mu \text{PMU} \) and monitored communication traffic—enables us to bind the “physical” and “cyber” world and to formulate and test a set of hypotheses regarding the security status of the distribution grid.

In future work, we will investigate the optimal placement of \( \mu \text{PMUs} \) and network monitors for maximum coverage for a given number of sensors.
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